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A.1 Solving the Model

When the state space can only take on a finite set of values, Theorem 3.1 of Dutta and Sundaram (1998) implies that the game described in Section 3 has a stationary Markov perfect equilibrium in mixed strategies. An intermediate step of the proof shows that the Bellman equation (12) has a fixed point. This result motivates our computational strategy because it implies that a solution to the game can be found by value function iteration. Solution methods that rely on computing a value function are discussed in Rust (1996).

Parthasarathy (1973) showed that Theorem 3.1 of Dutta and Sundaram (1998) holds for a countably discrete state space. Theorem 5.1 of Dutta and Sundaram (1998) is the extension to a continuous, bounded, state space. The equilibrium strategy profiles provided by Theorem 5.1 may depend on periods $t$ and $t-1$ of the state vector. That does not exclude the possibility of a solution that depends only on the state at period $t$ but does, in principle, obligate one to look over a larger domain if one cannot be found.

We could modify our problem to meet the requirements of Theorem 3.1 that the state space be finite and countable. However we rely on Theorem 5.1 instead as we do not have trouble computing pure strategy equilibria for the problem as posed with a continuous state space by iterating the Bellman equation (12) using a locally affine, step function to approximate the value function. This type of approximator can approximate any $L_2$ function to
within arbitrary accuracy by taking the grid fine enough.

Strictly speaking, we do not have a proof of convergence because we do not have the finite state space that Theorem 3.1 of Dutta and Sundaram (1998) requires but failure to compute an equilibrium due to nonconvergence or any other cause is extremely rare. The consequence of failure is that a particle gets killed. But that particle is replenished at the resampling step of the particle filter algorithm described in Section 4. It is extremely rare that any of the \( N \) particles used to integrate the likelihood are killed. When it happens, there are no more than a few others, if any. We have never encountered a case where all \( N \) particles are killed.

Let the entry decisions of all \( i = 1, \ldots, I \) firms for a market opening at time \( t \), i.e., the strategy profile of the dynamic game, be denoted by

\[
A_t = (A_{1t}, \ldots, A_{It}).
\]  

As discussed in Section 3, the strategy profile \( A_t \) at time \( t \) of the dynamic game is a function of the current period state variables \( (C_{1t}, \ldots, C_{It}) \) and \( R_t \). The vector of the log of the state variables at time \( t \) is

\[
s_t = (c_{1t}, \ldots, c_{It}, r_t).
\]  

In particular, equations (9) and (12) can be expressed in terms of \( s_t \) using \( C_{it} = \exp(s_{it}) \) for \( i = 1, \ldots, I \) and \( R_t = \exp(s_{I+1,t}) \). We describe the solution algorithm for a given parameter vector and a given state \( s_t \) at time \( t \).

We begin by defining a grid on the state space which determines a set of \( (I + 1) \)-dimensional hyper-cubes. The grid increments are chosen to be (fractional) powers of two. The centroid of the hyper-cube that contains a state vector \( s \) can be computed, element by element, by dividing by the increment, rounding to an integer, multiplying by the increment, and dividing by two. We use the centroid of each hyper-cube as the index \( K \) to the affine function whose domain is that hyper-cube. The rounding rules of the machine resolve which centroid a state on a grid boundary gets mapped to, although lying on a boundary is a probability zero event in principle. The entire grid itself is never computed because all we require is the mapping \( s \mapsto K \), which is determined by the increments.

Let the vector \( V_{K}(s_t) \) have as its elements the ex ante value functions \( V_{i,K}(s_t) \), i.e.,
The game is solved as follows:

1. Given a state point $s_t$, get the centroid $K$ that corresponds to it (we suppress the subscript $t$ for notational convenience).

2. Check whether the fixed point $V^*_K(s_t)$ of the Bellman equations (12) at this centroid has already been computed, i.e., whether the $(b^*_K, B^*_K)$ for the $K$ that corresponds to $s$ has been computed. If not, then use the following steps to compute it.

3. Start with an initial guess of the ex ante value function $V^{(0)}_K(s)$. An initial guess of the value function is represented by the coefficients $(b^{(0)}_K, B^{(0)}_K)$ being set to 0.

4. Obtain a set of points $s_j$, $j = 1, \ldots, J$, that are centered around $K$. The objective now is to obtain the ex ante value functions associated with these points to use in a regression to recompute (or update) the the coefficients $(b^{(0)}_K, B^{(0)}_K)$.

5. Ex ante value functions are evaluated at best response strategies. In order to compute these we must, for each $s_j$, compute the choice specific value function (9) at as many strategy profiles $A$ as are required to determine whether or not the equilibrium condition in equation (10) is satisfied. In this process we need to take expectations to compute the continuation value $\beta \mathcal{E}\left[V^{(0)}_{K,i}(s_{t+1}) \mid A_{i,t}, A_{-i,t}, C_{i,t}, C_{-i,t}, R_t \right]$ that appears in equation (9), where we have used equation (11) to express equation (9) in terms of $V^{(0)}(s)$. To compute expectations over the conditional distribution of the random components of next period state variables, we use Gauss-Hermite quadrature. To do this, we obtain another set of points centered around each $s_j$, i.e., $s_{jl}$, $l = 1, \ldots, L$. These points are the abscissae of the Gauss-Hermite quadrature rule which are located

---

1In fact, because it is a stationary game, the subscript $t$ does not really matter.
relative to \( s_j \) but shifted by the actions \( A \) under consideration to account for the dynamic effects of current actions on future costs (see equation (5)). Expectations are computed using a weighted sum of the value function evaluated at the abscissae (more details are provided below).

6. We can now compute the continuation value at \( s_j \) for each candidate strategy \( A \). We compute the best response strategy profile \( A_j^E \) corresponding to \( s_j \) by checking the Nash equilibrium condition (equation 10). As just described, the choice specific value function evaluated at \((A_j^E, s_j)\) is computed using \( V_{i,K}^{(0)}(s) \) and equation (9), and denoted by \( V_{i,K}^{(1)}(A_j^E, s_j) = (V_{i,K}^{(1)}(A_j^E, s_j), \ldots, V_{i,K}^{(1)}(A_j^E, s_j)) \).

7. Next we use the “data” \((V_{i,K}^{(1)}(A_j^E, s_j), s_j)_{j=1}^J\) to update the ex ante value function to \( V_{i,K}^{(1)}(s_j) \). This is done by updating the coefficients of its affine representation to \((b_{K}^{(1)}, B_{K}^{(1)})\) via a multivariate regression on this “data” (as described in detail below).\(^2\)

8. We iterate (go back to step 5) over the ex ante value functions \( V_{i,K}^{(0)}(s), V_{i,K}^{(1)}(s), \ldots \) by finding a new equilibrium strategy profile \( A^E \) for each \( s_j \) until convergence is achieved for the coefficients \((b_{K}^{(0)}, B_{K}^{(0)}), (b_{K}^{(1)}, B_{K}^{(1)}), \ldots, (b_{K}^{(s)}, B_{K}^{(s)})\). This gives us \( V_{K}^{*}(s) = b_{K}^{*} + (B_{K}^{*})s \) for every \( s \) that maps to centroid \( K \).

To summarize, the process of solving for the equilibrium begins with a conjecture \((b_{K}^{(l)} = 0, B_{K}^{(l)} = 0)\) for the linear approximation of the value functions at a given state at iteration \( l = 0 \). These guesses are then used in computing the choice specific value functions at iteration \( l + 1 \) using equation (9). This computation involves taking expectations over the conditional distribution of the future state variables, which is accomplished using Gaussian-Hermite quadrature. Once we have the choice specific value functions we compute the equilibrium strategy profile at iteration \( l + 1 \) using equation (10). The best response strategy profile at iteration \( l + 1 \) is then used to compute the iteration \( l + 1 \) ex ante value functions via a regression that can be viewed as iterating equation (12). The iteration \( l + 1 \) ex ante value functions are then used to compute the iteration \( l + 2 \) choice specific value functions using equation (9), and the entire procedure is repeated till a fixed point of equation (12)\(^2\)

\(^2\)\( V_{K}^{(1)}(A_j^E, s_j) \) will not equal \( V_{K}^{(1)}(s_j) \) because the former is “data” and the later is a regression prediction.
is obtained. This iterative procedure solves the dynamic game. We next provide additional
details about the steps of the algorithm described above to solve the model.

To describe the Gauss-Hermite quadrature procedure used in Step 5, note that if one
conditions upon \( s_t \) and \( A_t \), then the elements of \( s_{t+1} \) are independently normally distributed
with means \( \mu_i = \mu_c + \rho_c (c_{it} - \mu_c) - \kappa_c A_{it} \) for the first \( I \) elements (see equation 2), mean \( \mu_{t+1} =
\mu_R \) for the last element (see equation 6), standard deviations \( \sigma_i = \sigma_c \) for the first \( I \) elements,
and standard deviation \( \sigma_{t+1} = \sigma_R \) for the last. Computing a conditional expectation of
functions of the form \( f(\tilde{s}_{t+1}) \) given \( (A_t, s_t) \) such as appear in equations (9) and (12) is
now a matter of integrating with respect to a normal distribution with these means and
variances which can be done by a Gauss-Hermite quadrature rule that has been subjected
to location and scale transformations. The weights \( w_j \) and abscissae \( x_j \) for Gauss-Hermite
quadrature may be obtained from tables such as Abramowitz and Stegun (1964) or by direct
computation using algorithms such as Golub and Welsch (1969) as updated in Golub (1973).
To integrate with respect to \( s_{j,t+1} \) conditional upon \( A_t \) and \( s_t \) the abscissae are transformed
to \( \tilde{s}_{t+1,j} = \mu_j + \sqrt{2} \sigma_j x_j \), and the weights are transformed to \( \tilde{w}_j = w_j / \sqrt{\pi} \), where \( \pi = 3.142 \).

Then, using a \( 2L + 1 \) rule,

\[
\mathcal{E}[f(s_{t+1}) \mid A_t, s_t] \approx \sum_{j_1=-L}^{L} \cdots \sum_{j_L=-L}^{L} \sum_{j_{L+1}=-L}^{L} f(\tilde{s}_{t+1,j_1}, \ldots, \tilde{s}_{t+1,j_L, j_{L+1}}) \tilde{w}_{j_1} \cdots \tilde{w}_{j_L} \tilde{w}_{j_{L+1}}. \tag{3}
\]

If, for example, there are three firms and a three point quadrature rule is used, then

\[
\mathcal{E}[f(s_{t+1}) \mid A_t, s_t] \approx \sum_{i=-1}^{1} \sum_{j=-1}^{1} \sum_{k=-1}^{1} \sum_{l=-1}^{1} f(\tilde{s}_i, \tilde{s}_j, \tilde{s}_k, \tilde{s}_l) \tilde{w}_i \tilde{w}_j \tilde{w}_k \tilde{w}_l.
\]

We use three point rules throughout. A three point rule will integrate a polynomial in \( s_{t+1} \)
up to degree five exactly.\(^4\)

\(^3\)These transformations arise because a Hermite rule integrates \( \int_{-\infty}^{\infty} f(x) \exp(-x^2) dx \). Hence we need
to do a change of variables to get our integral \( \int_{-\infty}^{\infty} g(\sigma z + \mu)(1/\sqrt{2\pi}) \exp(-0.5z^2) dz \) to be of that form. A
change of variables puts the equation in the line above in the form \( \int_{-\infty}^{\infty} g(\sqrt{2}\sigma x + \mu)(1/\sqrt{\pi}) \exp(-x^2) dx \),
which is where the expressions for \( \tilde{s}_{t+1,i} \) and \( \tilde{w}_i \) come from.

\(^4\)If the \( \tilde{s}_{t+1} \) cross a grid boundary when computing (9) in Step 5, we do not recompute \( K \) because this
would create an impossible circularity due to the fact that the value function at the new \( K \) may not yet be
available. Our grid increments are large relative to the scatter of abscissae of the quadrature rule so that
crossing a boundary will be a rare event, if it happens at all.
Step 7 involves updating the ex ante value function using a regression. We next describe how we do this. As stated above, we have a grid over the state space whose boundaries are fractional powers of two over the state space.\(^5\) We approximate the value function \(V(s_t)\) by a locally indexed affine representation as described above. For the grid increments that determine the index of hyper-cubes we tried a range of values from 4 to 16 times the standard deviation of the state variables rounded to a nearby fractional power of two to scale the grid appropriately. The results are effectively the same. Hence in estimating the model we set the grid increments at 16 times the standard deviation of the state variables.\(^6\) We compute the coefficients \(b_K\) and \(B_K\) as follows. They are first initialized to zero. We then generate a set of abscissae \(\{s_j\}\) clustered about \(K\) and solve the game with payoffs (9) to get corresponding equilibria \(\{A^E_j\}\). We substitute the \((A^E_j, s_j)\) pairs into equation (9) to get \(\{V(A^E_j, s_j)\}_{j=1}^J\). Using the pairs \(\{(V(A^E_j, s_j), s_j)\}\) as data, we compute \(b_K\) and \(B_K\) by multivariate least squares. We repeat until the \(b_K\) and \(B_K\) stabilize. We have found that approximately twenty iterations suffice for three firms and thirty for four firms.\(^7\) The easiest way to get a cluster of points \(\{s_j\}\) about a centroid is to use abscissae from the quadrature rule described above with \(s\) set to \(K\) and \(A\) set to zero. However, one must jiggle the points so that no two firms have exactly the same cost (see next paragraph for the reason for this). Of importance in reducing computational effort is to avoid recomputing the payoff (equation (9)) when checking equilibrium condition (10). Our strategy is to (temporarily) store payoff vectors indexed by \(A\) and check for previously computed payoffs before computing new ones in checking condition (10).

---

\(^5\)Recall that grid increments are chosen to be fractional powers of two so that the centroid has an exact machine representation. This facilitates efficient computation through compact storage of objects indexed by the centroid.

\(^6\)The set of centroids that actually get visited in any MCMC repetition is about the same for grid increments ranging from 4 to 16 times the standard deviation of the state variables in our data. For a three firm game the number of hyper-cubes that actually are visited in any one repetition is about six.

\(^7\)An alternative is to apply a modified Howard acceleration strategy as described in Kuhn (2006); see also Rust (1996) and Howard (1960). The idea is simple: The solution \(\{A^E_t\}\) of the game with payoffs (9) will not change much, if at all, for small changes in the value function \(V(s)\). Therefore, rather than recompute the solution at every step of the \((b_K, B_k)\) iterations, one can reuse a solution for a few steps.
A.2 Estimation Details

In this subsection we provide additional details about the estimation procedure that were not provided in the main paper. Parameter estimates for the boundedly rational model are shown in Table 4.

Table 4 about here

As is evident from a comparison of Table 4 with Table 3 in the text, estimates are very similar across the boundedly rational and the fully rational models. Because there is little difference and the computational costs are lower, the additional computations reported here are with respect to the boundedly rational model.

We begin by showing the log likelihood surface plotted on a fine grid in Figure 4 and on a coarse grid in Figure 5 for the three firm model. Figures 6 and 7 are for the four firm model. The endpoints of the horizontal axes are tenth of a standard deviation to the left and right of the maximum in Figure 4 and 24 standard deviations to the right and left in Figure 5. For Figures 6 and 7 they are a tenth and 48. These are profile likelihoods; i.e., in each panel the indicated parameter is moved and all others are fixed at the values that maximize the likelihood.

As seen from Figures 4 and 6, the surface is, basically, a step function so that curvature at the maximum will not provide a reliable basis for inference. The reason, of course, is that small changes in the parameters do not cause the decisions of the firms to change. In this situation, accurate frequentist inference would be difficult and would be prohibitively computationally intensive if bootstrapping were involved. On the other hand, Bayesian inference in this situation is conceptually straightforward and computationally feasible.

Figure 4 about here

Figure 5 about here

Figure 6 about here

Figure 7 about here
However, Figures 5 and 7 do suggest that implementing a Bayesian strategy that explores the surface well will be a challenge. They also suggest that the standard deviations of the posterior will be extremely tight. The horizontal line is at three orders of magnitude below the maximum. If an MCMC chain is near the maximum, the chance that it will move to a point below the horizontal line line is less than 0.001.

An MCMC chain that uses a move-one-at-a-time random walk proposal density will usually do a good job of exploring surfaces such as seen in Figures 5 and 7; see Gamerman and Lopes (2006). However this comes at a cost because an MCMC chain that uses a move-one-at-a-time random walk proposal strategy is usually inefficient relative to those that use other proposal strategies. The vertical lines in Figures 5 and 7 indicate the range of the MCMC chain’s excursions after the transient elements of the chain have died out.

We implement our computational algorithm using code that is in the public domain and available at http://econ.duke.edu/webfiles/arg/emm. This code is based on Chernozhukov and Hong (2003). Full details regarding the proposal density and other conventions are in the User’s Guide distributed with the code. One needs enough draws to accurately compute averages such as standard deviations, histograms, and other characteristics of the posterior distribution. Our chains are highly correlated so that very long chains with a stride (sampling rate) of 375 are required to break the dependence. As explained in the User’s Guide, computations can be accelerated if the values of $\theta$ visited by the chain are restricted to (fractional) powers of two. We impose this restriction on the chain.

Histograms of the marginal posterior distributions are displayed in Figures 8 and 9 for the three and four firm cases, respectively.

Figure 8 about here

Figure 9 about here

Figures 10, 11, and 12 replicate Figures 1, 2, and 3 for the fully rational model, respectively.

Figure 10 about here

Figure 11 about here
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Table 4. Posterior Distribution: Boundedly Rational Model

Number of Potential Entrants
(excluding “other” firms)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>3 firms</th>
<th>4 firms</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_c$</td>
<td>10.05</td>
<td>10.07</td>
</tr>
<tr>
<td></td>
<td>(0.017)</td>
<td>(0.0014)</td>
</tr>
<tr>
<td>$\rho_c$</td>
<td>0.9866</td>
<td>0.9873</td>
</tr>
<tr>
<td></td>
<td>(0.00086)</td>
<td>(5.6e-05)</td>
</tr>
<tr>
<td>$\sigma_c$</td>
<td>0.3721</td>
<td>0.3675</td>
</tr>
<tr>
<td></td>
<td>(0.026)</td>
<td>(3.0e-04)</td>
</tr>
<tr>
<td>$\kappa_c$</td>
<td>0.06655</td>
<td>0.07067</td>
</tr>
<tr>
<td></td>
<td>(0.0015)</td>
<td>(1.1e-04)</td>
</tr>
<tr>
<td>$\mu_r$</td>
<td>9.906</td>
<td>10.008</td>
</tr>
<tr>
<td></td>
<td>(0.083)</td>
<td>(0.0037)</td>
</tr>
<tr>
<td>$\sigma_r$</td>
<td>1.591</td>
<td>1.682</td>
</tr>
<tr>
<td></td>
<td>(0.060)</td>
<td>(0.0023)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.9375</td>
<td>0.9375</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.9688</td>
<td>0.9688</td>
</tr>
<tr>
<td>$p_a$</td>
<td>0.9375</td>
<td>0.9375</td>
</tr>
<tr>
<td>CER firm 1</td>
<td>0.0857</td>
<td>0.1208</td>
</tr>
<tr>
<td>CER firm 2</td>
<td>0.0788</td>
<td>0.0876</td>
</tr>
<tr>
<td>CER firm 3</td>
<td>0.1038</td>
<td>0.1061</td>
</tr>
<tr>
<td>CER firm 4</td>
<td></td>
<td>0.1374</td>
</tr>
<tr>
<td>CER all firms</td>
<td>0.0894</td>
<td>0.1130</td>
</tr>
<tr>
<td>MCMC Reps</td>
<td>3000000</td>
<td>3000000</td>
</tr>
<tr>
<td>stride</td>
<td>375</td>
<td>375</td>
</tr>
</tbody>
</table>

Shown is the mode of the multivariate posterior distribution not the modes of the marginal posterior distributions. The multivariate posterior mode does correspond to a set of parameter settings that actually occur in the MCMC chain whereas other measures of central tendency such as the mean or marginal medians might not. Standard deviations are shown in parentheses. CER is the classification error rate when the parameters...
Figure 4. Profile Log Likelihood, Three Firm Model. Shown is the logarithm of the profile likelihood plotted for a tenth of the posterior standard deviation to the left and right of the maximum of the likelihood.
Figure 5. Profile Log Likelihood, Three Firm Model. Shown is the logarithm of the profile likelihood plotted for 24 posterior standard deviations to the left and right of the maximum of the likelihood. Points that violate support conditions and points below $10^{-6}$ of the maximum of the likelihood are not plotted. The horizontal line is at $10^{-3}$ of the maximum. The vertical lines indicate the range of the MCMC chain’s excursions after the transient elements of the chain have died out.
Figure 6. Profile Log Likelihood, Four Firm Model. Shown is the logarithm of the profile likelihood plotted for a tenth of a posterior standard deviations to the left and right of the maximum of the likelihood.
Figure 7. Profile Log Likelihood, Four Firm Model. Shown is the logarithm of the profile likelihood plotted for 48 posterior standard deviations to the left and right of the maximum of the likelihood. Points that violate support conditions and points below $10^{-6}$ of the maximum of the likelihood are not plotted. The horizontal line is at $10^{-3}$ of the maximum. The vertical lines indicate the range of the MCMC chain’s excursions after the transient elements of the chain have died out.
Figure 8. Marginal Posterior Distributions, Three Firm Model. Shown are histograms constructed from an MCMC chain for the three firm model with 3,000,000 repetitions at a stride of 375 for 8000 net. The salient feature of this graphic is the contrast of the histogram for the parameter $\kappa_c$ compared to that shown in Figure 9.
Figure 9. Marginal Posterior Distributions, Four Firm Model. Shown are histograms constructed from an MCMC chain for the four firm model with 3,000,000 repetitions at a stride of 375 for 8000 net. The salient feature of this graphic is the contrast of the histogram for the parameter $\kappa_c$ compared to that shown in Figure 8.
Figure 10. Cost, Revenue, and Entry Decisions. Plotted as a solid line in the first three panels is the logarithm of cost for the three dominant firms in the boundedly rational three firm model. The logarithm of cost is computed by averaging at Step 2e of the importance sampler at the maximum likelihood estimate. The circles in these plots indicate that the firm entered the market at that time point. The bottom panel shows the logarithm of total revenue. The numbers at the bottom are the count of the number of dominant firms who entered the market at that time point.
Figure 11. Cost and Entry Decisions of the Dominant Firms. Plotted is the logarithm of cost for the three dominant firms. The dashed line is under the boundedly rational three firm model, and the solid under the four firm model. The circles indicate the markets that Mylan entered, crosses the same for Novopharm, and the asterisks for Lemmon. The logarithm of cost as described in the legend of Figure 10.
Figure 12. Actual and Predicted Entry Decisions. Plotted as circles are the entry decisions of the three dominant firms in the boundedly rational three firm model. The crosses are the average predictions of the three firm model computed by averaging game solutions at Step 2e of the importance sampler at the maximum likelihood estimate.